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Adjoint Tomography for Predicting Earthquake Ground Motion:

Methodology and a Blind Test

by Filip Kubina, Filip Michlík, Peter Moczo,* Jozef Kristek,* and Svetlana Stripajová

Abstract In recent international exercises on numerical prediction of earthquake
ground motion (EGM) in local surface sedimentary structures (LSSS), teams with the
most advanced numerical-modeling methods reached a very good level of agreement
among different methods. The synthetics, however, were not sufficiently close to
earthquake records. It was concluded that the structural model must be improved.
Here, we apply adjoint tomography to 2D LSSS, aiming to find a model for which
EGM characteristics will be sufficiently close to those determined from records. This
is an important difference compared to traditional structural inversions. The method-
ology developed in the exploration, regional, and global scales cannot be directly ap-
plied, due to a relatively small amount of data, a relatively large initial waveform
misfit, and low frequencies with respect to the size of the structure. We elaborated
an inversion procedure specific for the local structures. We present a verification blind
test that is closer to real-data inversion than the standard synthetic inversions. A third
party provided (a) seismograms numerically simulated for an undisclosed true struc-
ture, (b) source parameters, and (c) a homogeneous half-space as the initial model. We
demonstrate the quality of the inverted model up to the 4.5 Hz target frequency, using
seismograms, waveform misfits, waveform goodness of fit (GOF), and mainly GOF
for important EGM characteristics. The development of the 2D procedure, requiring
much less computational load compared to the 3D procedure, is the first step. We
assume that the procedure can be, in principle, applied to 3D structures after refine-
ments, due to a 3D spatial distribution of sources and receivers.

Electronic Supplement: Overview of the inversion procedure and algorithm,
technical details on the implementation of the inversion procedure, and evolution
of the medium parameters in the blind test.

Introduction

Prediction of Earthquake Ground Motion

Whether or not seismologists can or cannot predict
earthquake occurrence in a timely manner, it is extremely
important to predict earthquake ground motion (EGM) dur-
ing potential future earthquakes in densely populated areas
and at sites of special importance. Prediction of what can or
will happen during a future earthquake is vital for land-use
planning, designing new buildings, and reinforcing existing
ones. It is also extremely important for undertaking actions
that could help mitigate losses during future earthquakes.

Proximity to a seismogenic fault obviously poses an
earthquake threat. A local surface sedimentary structure

(LSSS) can also considerably increase the earthquake haz-
ard. This is because seismic-wave interference and resonant
phenomena in sediment-filled basins and valleys can produce
anomalously large earthquake motion at the Earth’s surface.

Prediction of the EGM for a given area or site might be
based on an empirical approach if sufficient earthquake re-
cordings at the site, or physically relevant for the site, are avail-
able. In the regions with low-to-moderate earthquake activity,
however, seismologists more often face a severe lack of data.
Theory and numerical simulations have to be applied.

In recent international numerical exercises on numerical
prediction of EGM in LSSS, Third International Symposium
on the Effects of Surface Geology on Seismic Motion (ESG)
2006 for Grenoble Valley, France (e.g., Chaljub et al., 2010),
and Euroseistest Verification and Validation Project (E2VP)
for the Mygdonian basin near Thessaloniki, Greece (e.g.,
Chaljub et al., 2015; Maufroy et al., 2015, 2016), teams with
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the most advanced numerical-modeling methods reached
a very good level of agreement among different methods
(finite-difference, spectral element, discontinuous Galerkin,
and pseudospectral). The synthetics, however, were not
sufficiently close to records of real earthquakes in terms
of time–frequency (TF) misfits and misfits in selected
ground-motion characteristics (Maufroy et al., 2015). It
was concluded that improvement of the available structural
model is necessary.

It is natural to think of utilizing the misfit between nu-
merically simulated motion and true motion for improving
model of the LSSS.

Full Waveform Inversion

An inversion is a process of obtaining seismic parame-
ters (sources and/or model of the medium) using recorded
seismic motion. Full waveform inversion indicates (Fichtner,
2011) the exploitation of as much information as is physi-
cally reasonable.

Adjoint tomography is a seismic structural inversion that
uses seismic records, the numerical solution of the equation of
motion, and a mathematical tool (the adjoint method). The ad-
joint method gives a recipe for an efficient computation of a
kernel, a volumetric density of the Fréchet derivative (gradient)
of the misfit, with respect to material parameters. The kernel
can be used for iterative improvement of the model. The ad-
joint tomography has been successfully applied in the regional
and global Earth scale and in exploration. An excellent intro-
duction, as well as an overview of the historical development,
can be found in the book by Fichtner (2011). Here, we just
mention examples of important contributions after 2011. Im-
portant recent applications of the 3D full waveform tomogra-
phy using real data in structural seismology include, for
example, the crustal structures in southern California Lee et al.
(2014), Lee and Chen (2016); in Europe Zhu et al. (2012,
2013), Zhu and Tromp (2013), and Fichtner et al. (2013);
in the North Atlantic Rickers et al. (2013); in East Asia Chen
et al. (2015); and in Japan Simute et al. (2016).

Although the resolution of the main features is convinc-
ing, smaller details can be still ambiguous, due to the inherent
nonuniqueness of the inverse methods (see, e.g., Hosseini and
Pezeshk, 2015). Anisotropy poses a challenge, mostly due to
its trade-off with isotropic heterogeneity (Liu and Gu, 2012).
For many methodological details on full waveform inversion,
we refer to a monograph by Chen and Lee (2015).

Multiparameter studies in exploration, for example, Op-
erto et al. (2013), Yuan and Simons (2014), and Yuan et al.
(2015), provide great insight into small subsurface structures.
Articles by Sirgue et al. (2009, 2010) or Stopin et al. (2014)
are examples of 3D inversion used in exploration.

In this article, we first explain the relation between
an inversion of an LSSS and inversions in the exploration,
regional, and global scales. Then, we present a brief over-
view of basic concepts and principles of the adjoint inversion
necessary for the subsequent presentation of the methodol-

ogy of the full waveform adjoint inversion in an LSSS. Even-
tually, we present a verification of our approach, developed
using a set of canonical models, in a blind test with relatively
poor waveform data and the simplest possible assumption of
an initial structural model.

The potential inaccuracies in the source position,
mechanism, and source time function complicate the inver-
sion. In this article, we assume well-determined sources to
focus on structural-model inversion.

Full Waveform Adjoint Tomography in a Local
Surface Sedimentary Structure: Methodology

Preliminary Considerations

The waveform inversion of LSSS has specific aspects
compared with the waveform inversion in the exploration,
regional-scale, or global-scale models.

Modeling and Inversion Domain. LSSS is typically several
kilometers wide and hundreds of meters deep. The horizontal
dimensions are close to the typical dimensions in explora-
tion. The vertical dimensions are often smaller. The true
medium is usually highly complex. Velocity contrasts be-
tween sediments and bedrock at or close to the free surface
commonly reach a value of 10 or more. Sediments can be
stratified or with a velocity gradient. Values of elastic param-
eters range over several orders of magnitude. The latter fact is
the main reason why linearized inversion methods do not
work well in such a case.

Initial Structural Model. An available initial model of LSSS
is usually only poorly determined. The S wavespeeds in the
initial and true models may differ even by one order of mag-
nitude. Geometry of the sediment–basement interface is easier
to know at the free surface but more difficult at depth. Distinct
layers within sediments considerably complicate the situation.
A large difference between the initial and true models, and a
complex wavefield imply significant complications with misfit
and potential model improvement: the concept of misfit is well
founded only for relatively similar waveforms, and required
large model changes lead to nonlinear waveform changes.

Sources. In many cases, records of a very small number of
local weak earthquakes are the only usable waveform data.
Records of distant earthquakes are much more difficult to use
because the computational domain would be much larger,
and frequencies important for inversion in LSSS may be
attenuated. Moreover, a sufficiently accurate regional model
would be necessary.

Source–Receiver Configuration. Typically, the small num-
bers of recorded events and receivers give only tens of
source–receiver pairs, in contrast with the exploration,
regional, and global seismology with typically hundreds
of sources and receivers with tens of thousands of source–
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receiver pairs. Moreover, sources and receivers are spatially
concentrated in a few groups. This is especially different
from the exploration seismology in which relatively large
numbers of sources and receivers are often placed at suitable
positions.

Seismic Records. There are two distinct aspects: a rela-
tively small number of available records and the complexity
of waveforms due to interference and often a resonant nature
of the EGM. Seismic phases in LSSS are not well separated.
Absolute values of maximal frequencies are higher than in
the regional and global scales and similar or lower than in
exploration, but the ratio of a characteristic wavelength
to the model dimension is, in fact, much larger in LSSS.
Exploration records often miss the lower-frequency content.
This makes it impossible to start multiscale inversion at suf-
ficiently low frequencies and consequently contributes to the
cycle-skipping problem.

Introductory Concepts and Notes

Misfit. In general, an adjoint tomography is based on an
iterative minimization of the difference between calculated
and recorded waveforms. The difference is quantified by a
positive real-valued misfit. A zero value of a misfit means
the identity of the waveforms according to a chosen criterion.
The misfit is a function of waveforms, thus implicitly de-
pending on a model. By summing all misfits calculated
for a given event and for all events, we obtain event and ag-
gregate misfits, respectively. We minimize the aggregate mis-
fit, which guarantees the misfit convergence. Minimizing
misfit calculated only for a subset of events can speed up
the process (see, e.g., Warner et al., 2013).

Kernel. A kernel (more accurately “a misfit sensitivity ker-
nel”) is defined as a volumetric density of a Fréchet deriva-
tive of the misfit with respect to material parameters; that is,
it is a vector function of spatial coordinates. The kernel is, in
general, computed as a time integral of a product of a regular
field quantity and an adjoint field quantity. Particular formu-
las for kernel components depend on the choice of a model
parameterization. Let λ and μ be Lamé elastic parameters and
ρ be density. For the �ρ; λ; μ� parameterization, the kernel can
be computed using the following equations:

EQ-TARGET;temp:intralink-;df1;55;213Kρ�r� � −
Z
T
∂tu†�r; t� · ∂tu�r; t�dt; �1�

EQ-TARGET;temp:intralink-;df2;55;156Kλ�r� �
Z
T
trε†�r; t�trε�r; t�dt; �2�

EQ-TARGET;temp:intralink-;df3;55;137Kμ�r� �
Z
T
2ε†�r; t� : ε�r; t�dt; �3�

(see e.g., Fichtner, 2011), in which u is a displacement vec-
tor, † denotes adjoint field quantities, dot denotes the dot

product, trε is a trace of matrix ε, and a colon denotes asum-
mation of products over all repeating indices. An overview of
algorithms for efficient kernel computation can be found, for
example, in Yang et al. (2016).

Model Update. After the kernel is preconditioned (see the
Appendix), the model M is updated in the opposite kernel
direction, the direction of the fastest descent of misfit, ac-
cording to

EQ-TARGET;temp:intralink-;df4;313;625Mi�1�r� � Mi�r� − γopti Ki�r�: �4�
To find the step length corresponding to the misfit minimum,
that is, the optimal step length γopti , different trial step lengths
γji are used. For each trial step length, a misfit is evaluated in
a forward simulation. Based on the trial steps and corre-
sponding misfits, γopti is determined. Using γopti , the model
can be iteratively updated in each iteration i.

Multiscale Approach. Complicated seismograms cause the
inversion often to end at some local misfit minimum close to
the initial model. To overcome the problem of local minima,
it is favorable to start inversion at the lowest meaningful
frequencies and include higher frequencies only after the
misfit at lower frequencies is sufficiently small (Bunks et al.,
1995). This is because the misfit (as a function of a model) at
lower frequencies is relatively smooth, and the global mini-
mum is more visible. Moreover, low-frequency computa-
tions are relatively efficient. Inversions using only high
frequencies often lead to models that are far from a true struc-
ture (e.g., Gauthier et al., 1986; Fichtner, 2011).

A used frequency range defines the scale of the compu-
tation. An inversion procedure using different subsequent
scales is called a multiscale procedure. Examples of the multi-
scale approach can be found in Yuan and Simons (2014) and
Yuan et al. (2015), whose approach is based on the decom-
position of seismograms using sets of wavelets and in Bozdağ
et al. (2016). Later in this article, we present an algorithm for
determining frequency ranges suitable for inversions of LSSS.

Waveform Misfits

Because seismic phases are difficult or impossible to
separate in LSSS, we cannot determine corresponding
arrival-time misfits. It is necessary to use misfits based on
the entire waveforms. In this article, we use the L2-norm mis-
fit between waveforms in the process of inversion. The rea-
son for L2 is that it involves information both on phase and
amplitude. For evaluating results of inversion, we also use
the envelope misfit (EM) and phase misfit (PM), as defined
by Kristeková et al. (2006, 2009). EM and PM utilize infor-
mation from the TF representation of a signal. An appropri-
ate tool for obtaining the TF representation of transient
signals is the continuous wavelet transform (CWT).

A choice of an appropriate waveform misfit determines the
quality of the inversion (see, e.g., Modrak and Tromp, 2016).
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However, different models may lead to the same value of misfit,
the problem of nonuniqueness (see, e.g., Cercato, 2009).

Mask

We assume that we know material parameters of the
bedrock. However, the kernel can also be nonzero in the bed-
rock. Considering the whole kernel would lead to model up-
dates, even in parts of the model in which the inversion
problem is ill-conditioned (mostly in deep parts). Large
CPU time requirements would be an additional problem.
It is not feasible to simulate full waveform propagation from
source to receivers for all iterations. Computational load can
be reduced using the so-called excitation box (e.g., Moczo
et al., 2014) around LSSS. The total wavefield is simulated
only within the excitation box. This means that the kernel can
be computed only inside the excitation box.

Without further adjustments, the excitation box, by ar-
tificially cutting the kernel at the box sides, introduces an
artificial discontinuity in the inverted model. Therefore,
we need to apply a spatial function, a mask, making the ker-
nel smoothly vanishing at the excitation box sides.

We may, however, choose a mask that restricts the in-
version to a certain part of the model inside the excitation
box. In an ideal case, the mask could have a shape of LSSS.
Because this is usually a priori unknown, it is reasonable to
use a simple analytical mask nulling kernels only near the
excitation box sides. The use of a wrong mask (e.g., cutting
off a piece of LSSS) would lead to error in a model which
cannot be removed by the inversion process.

Misfit Minimization

Optimal-Step Selection. The parabolic-approximation al-
gorithm for finding the optimal step is widely used in the
exploration, regional, and global inversions. In the case of
LSSS, the situation is more complicated because the initial
model is often very different from the true LSSS. Conse-
quently, the misfits are often highly nonparabolic functions
of step length. It is important to use a robust and efficient
algorithm that will find the approximation of the optimal step
with a minimal number of (computationally expensive) trials.

One-Parameter Inversion. The numerical simulations show
that the wavefield is much more sensitive to parameter μ than
to λ, due to dominant S and surface waves in records. This
means that an inverted model can be considerably less accu-
rate in λ compared to μ. In a typical situation in LSSS, there
may not be enough data to successfully constrain λ-values. On
the other hand, because of relative insensitivity, inaccuracy in
λ does not pose a problem. Therefore, we invert only μ and
calculate λ analytically from an approximate empirical relation
(e.g., Brocher, 2005). In this case, a one-component kernel ~Kμ

equals

EQ-TARGET;temp:intralink-;df5;55;99

~Kμ � Kμ � Kλ
d
dμ

fλ�μ�; �5�

in which fλ�μ� is the chosen relation and Kλ and Kμ are de-
fined according to equations (2) and (3), respectively.

Relationships between VP, VS, and ρ have been used by,
for example, by Marone et al. (2007), Kustowski et al. (2008),
and Nettles and Dziewonski (2008). The approach has several
advantages, the computation of only the μ component of the
kernel and a reduction of the number of free parameters in
the inversion process. If needed, a separate λ inversion can
be added after a reasonable model of μ is obtained. See Prieux
et al. (2013a,b), Vigh, Cheng, et al. (2014), and Vigh, Jiao,
et al. (2014) for a similar approach. For a joint multiparameter
inversion, see, for example, Operto et al. (2013),Métivier et al.
(2015), and Blom et al. (2017).

Adaptive Multiscale Approach

Extending Frequency Ranges. After the inverted model
sufficiently explains lower-frequency data, it is possible to
extend the used range by adding higher frequencies or
by increasing both the minimal and maximal frequencies.
Numerical tests suggest the first possibility that keeps the
low frequencies. This can be explained: If the model changes
due to a misfit at higher frequencies, the model change has an
effect on the misfit at all frequencies. An absence of the
lower frequencies in further updates of the model could
deteriorate the waveform misfit at those frequencies.

Determination of Frequency Ranges. By adding higher
frequencies, we are increasing energy and thus considerably
changing the wavefield. After extending the frequency range,
the inversion continues until the waveform misfit is small
enough. Then, we can further extend the frequency range.
We may call a set of iterations for a frequency range a scale
cycle. Although extending the frequency range very slowly
would be desirable, it would lead to many scale cycles and
consequently to huge CPU cost. Therefore, some compro-
mise is necessary.

We determine frequency ranges based on energy distri-
bution in the available records. The CWT (e.g., Daubechies,
1992) of signal y�t� is defined as

EQ-TARGET;temp:intralink-;df6;313;261CWTfyg�t; a� � 1������
jaj

p Z
T
y�τ�ψ �

�
t − τ

a

�
dτ; �6�

in which a is the scale parameter of CWT, ψ is the analyzing
wavelet, and � denotes the complex conjugation. To obtain a
TF representation, the central frequency f of the wavelet is
assigned to the scale parameter, an approximate relation
being f ≈ fW1=a, in which fW1 is the central frequency
of the wavelet for the scale parameter a � 1. We define
energy in the seismogram component i from source s at
receiver r, say usri �t�, as

EQ-TARGET;temp:intralink-;df7;313;117Esr
i �

Z
T

Z
F
jCWTfusri g�t; f�j2df dt: �7�
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An aggregate energy En
a up to frequency fn is a sum

of energies in all seismograms and all components
En
a �

P
i;s;rE

sr
i �fn�, filtered by a low-pass filter with the cut-

off frequency fn. A sequence of the cutoff frequencies fn for
an energy increase ratio eRI is defined by condition

EQ-TARGET;temp:intralink-;df8;55;673fn : En�1
a � e−1RIE

n
a; fn � f0;…; fN: �8�

Here, fN and f0 are the smallest and highest cutoff
frequencies.

The determination of the frequency ranges based on
energy increase may be referred to as an adaptive multiscale
approach.

Full Waveform Adjoint Inversion in a Local Surface
Sedimentary Structure: Procedure

Selection of a Frequency Range of Interest

There is a natural upper limit given by the frequency
content of available seismic records. Usually, a more restrict-
ing upper limit is imposed by computational costs. The
lower-frequency limit is imposed by the size of the computa-
tional domain. The results of inversions are not very sensitive
to the choice of the upper bound of the lowest-frequency
range fN , as long as the frequency is sufficiently small; that
is, the aggregate misfit for the starting model is insignificant
in this frequency range.

Recommended Parameter Ranges

Several inversion parameters can be reasonably pre-
determined. Some others are difficult to determine because
the correct (optimal) values may differ case to case:

• sequence of frequency ranges (scales),
• the number of iterations at one scale,
• the mask,
• smoothing parameters.

The selection of scales is determined by the relative
amount of energy according to equation (8). The subsequent
scale (frequency range) has higher frequencies and more en-
ergy. Numerical tests have shown that the increase in energy
should be between 15% and 40%. Less than 15% does not
lead to reasonable improvement in the inversion, and, more-
over, considerably increases the computational load. For an
energy increase larger than 40%, the wavefield changed too
much, and there was often a problem with local minima. fN
in our inversions was around one-tenth of the first peak fre-
quency determined from the records.

The number of iterations at a scale is highly variable. It
often takes about 25 iterations until the model reaches the
minimum at the particular scale, and the additional model
changes are negligible. Sometimes, however, no significant
change can be made to the model to decrease misfit.

The mask must be at least as deep as the LSSS, for
which depth is a priori often unknown. However, our

numerical tests show that our method leads to satisfying re-
sults for a wide range of estimated depths different from the
real one. Therefore, the precise depth does not need to
be known.

We obtained the best results by smoothing the kernel
with a characteristic smoothing length approximately one-
tenth of the shortest expected wavelength.

Inversion Scenarios

In the Recommended Parameter Ranges section, we rec-
ommended only parameter ranges for several inversion param-
eters, not specific exact values. This is because, for those
parameters it is not possible to find single values universally
suitable for all types of LSSSs. Additionally, numerical tests
have shown that for particular structures there has been sig-
nificant variability of the final misfits for a set of inversions
differing only by a small change in the values of the inversion
parameters. Therefore, instead of trying to find the best set of
values of the inversion parameters (i.e., one best value of each
inversion parameter), it is more efficient to try multiple differ-
ent inversions with different sets of parameter values.

Formally, a complete multiscale inversion using one set
of values of the inversion parameters will be called a sce-
nario. Different scenarios can be compared using the aggre-
gate misfits. The inverted model from the scenario with the
lowest misfit can be selected as the best inverted model. If no
further procedure is applied, the best inverted model is con-
sidered a final inverted model.

Because the completion of all scenarios would be com-
putationally very demanding, it is practically necessary at
some moment to select the best scenario. This leads us to
the idea of termination of inaccurate and inefficient scenarios
in the course of inversions. We start a multiscale procedure at
the lowest frequencies with multiple scenarios. Computa-
tional cost of the individual forward computation rises with
increasing frequencies, that is, when we move to a lower
scale. Therefore, we eliminate scenarios with large values
of the aggregate L2 misfit to keep computational costs of
the whole set of scenarios at the new scale similar to that
at the previous scale. The inversion is completed (at the high-
est frequencies) only for the best scenarios.

Repetitive Multiscale Inversion

After all scenarios finish, a set of models is obtained.
Some of them are much better (leading to a much lower ag-
gregate misfit) than the starting model. It is reasonable to use
the best inverted model(s) as a starting model for another set
of scenarios. This procedure may be repeated several times,
as long as the misfit reasonably decreases. We call this
procedure the repetitive multiscale inversion. With better
starting models, we may expect even better resulting models.
The best model after the last repetition is called the final in-
verted model. The inversion procedure is illustrated in
Figure 1.
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Numerical Example: A 2D P–SV Blind Test

Here, we present a blind test. A third party was asked to
choose a model of LSSS and source–receiver configuration
and to numerically simulate synthetic records. We obtained
the records, the material parameters of the bedrock, the posi-
tions of eight receivers, and a full description of two-point
double-couple sources. Such a limited amount of data well
represents a possible situation with a site of interest (consid-
ering the dimensionality of the problem). Using the data, we
apply our inversion procedure to find a model of LSSS. Even-
tually, we verify the quality of the inverted model up to the
target 4.5 Hz frequency, using a direct comparison of seismo-
grams, waveform misfits, waveform goodness of fit (GOF),
and mainly GOF for selected EGM characteristics.

Here, we should point out two important aspects. We
have to clearly distinguish what the criterion of the quality
of the inverted model is and what the goal of the inversion
is. The most important criterion of the quality of the inverted

model is a reasonable level of GOF between EGM character-
istics determined from the records and characteristics deter-
mined from synthetics for the inverted model. Why? Clearly,
we would not mind to obtain a model which would be suffi-
ciently close to the true structure, in terms of structural fidelity.
However, data available for the inversion are not sufficient
for such a straight, rigorous criterion. Then, the question is
whether the inversion should be dismissed or not. We think
it should not be because the main goal or purpose of the in-
version is the possibility of predicting EGM at any site atop
the underground local structure for different sources. For this,
it is reasonable to consider the quality of the inverted model in
terms of EGM characteristics.

We apply the second-order accurate in time and
fourth-order accurate in the space displacement–velocity–
stress staggered-grid finite-difference scheme. The method-
ology is presented in the book by Moczo et al. (2014). The
method is sufficiently accurate and computationally efficient
for the inversion.

Note on the color convention: Where
applicable, we use the following color con-
vention: a black color relates to the true
model, blue to the initial homogeneous
model, green to the best inverted model after
the first multiscale inversion, that is, the in-
termediate inverted model, and red to the
final inverted model.

An overview of the inversion pro-
cedure and algorithm, the technical details
on the implementation of the inversion
procedure, and evolution of the medium
parameters in the blind test are available
in the Ⓔ electronic supplement to this
article.

Waveform Data

Waveform data consist of 16 records
(synthetics simulated by the third party) in
the frequency range up to 4.5 Hz. The re-
cords are shown in Figure 2.

Figure 1. Workflow of inversion procedure. Note that each scenario is an independent full waveform multiscale inversion for a given set
of inversion parameters.

Figure 2. Synthetic records at eight receivers due to two sources. ux and uz indicate
the horizontal and vertical components of the displacement vector. (The horizontal x axis
is positively oriented from left to right; the vertical z axis is positively oriented downward.)
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Source–Receiver Configuration, Initial Model, and
Initial Waveforms

Given the values of material parame-
ters in bedrock as the only known param-
eters, we assume the corresponding
homogeneous half-space as the initial
model. Obviously, no simpler initial model
can be assumed. The model is indicated
in Figure 3. The figure also shows the
source–receiver configurations for two
considered events. Sources, both at 3 km
depth, are indicated by focal mechanism
plots labeled 1 and 2. The uniformly
distributed receivers at the free surface
are indicated by triangles labeled 1–8. Fig-
ure 4 shows the normalized source time
function, used for both sources, and its
normalized amplitude spectrum. Synthetic
seismograms for the initial model are
shown in Figure 5.

Seismograms for Inverted Models

The best inverted model after the first multiscale inver-
sion was already very good in terms of the misfit decrease.
We denote this model as intermediate. We continued with
more repetitions of the inversions. Each of them improved
the model, but the rate of improvement was decreasing.
The inversion process was stopped after seven multiscale in-
versions. We call the obtained model the final inverted
model.

Figures 6 and 7 compare the seismograms for the inter-
mediate and final inverted models, respectively, with the re-
cords in the frequency range up to 4.5 Hz. The visual
impression from the comparison is surprisingly good. The
level of agreement, however, has to be quantified. This is
possible, for example, using the envelope and phase GOF
based on the TF decomposition of the records and seismo-
grams simulated for the inverted models (Kristeková et al.,

Figure 3. Initial homogeneous model and the source–receiver
configuration. The model is illustrated using S wavespeed β
and shear modulus μ. Their values in the initial models are
3000 m=s and 22.5 GPa. Two sources are indicated by the focal
mechanism plots, eight receivers at the free surface by white
triangles.

Figure 4. Normalized source-time function and its normalized
amplitude spectrum.

Figure 5. Synthetic seismograms for the initial model.
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2009). The envelope GOF (EG) and phase GOF (PG) are
single-valued EM and PM mapped to interval 0–10

EQ-TARGET;temp:intralink-;df9;55;193EG � 10 exp�−jEMj�; �9�

EQ-TARGET;temp:intralink-;df10;55;148PG � 10�1 − jPMj�; �10�
and thus, unlike EM, they have upper limits.

The TF GOFs are shown in Figure 8 for event 1 (the
GOFs for event 2 are similar). Following Anderson (2004)
and Kristeková et al. (2009), a score below 4 is a poor fit, a
score of 4–6 is a fair fit, a score of 6–8 is a good fit, and a
score over 8 is an excellent fit. We can see that there is no

lower fit than fair. It appears only in the
GOFs for receiver 6 and is indicated by
a solid red line. As expected, the GOF
is higher in the phase than in the envelope.
Let us note that we show the GOFs based
on the misfits normalized with respect to
the maximum envelope value at a receiver.
Consequently, GOFs well visualize those
parts of the seismogram which mostly
contribute to the waveform misfit at the
receiver. We also show in Figure 8 the sin-
gle-valued envelope and phase GOFs, EG,
and PG, for each TF GOF. The back-
ground color indicates the verbal value
of fit: green excellent and yellow good.
Values of EG and PG may be different
from the visually dominant value of TF
GOF. This is because they are primarily
determined as averages of the point TF
EM/PM values weighted locally by the
TF envelope of the reference seismogram.
Thus, they are less influenced by the parts
of the TF plane with a small TF envelope.

Verification in Terms of Misfits

Given the fact that the inverted mod-
els were obtained using two sources and
eight receivers, it is reasonable to verify
the models using alternative sources and
receivers. They are all shown in Figure 9.
For each of the nine sources (with the
same source time function as used for
the two sources in the blind test; see Fig. 4)
the third-party numerically simulated re-
cords at all 16 receivers for the true model.
We calculated synthetics for the inverted
model (we did not invert the model for
the alternative sources and receivers).
Then, we evaluated the event misfit for
each of the nine sources (events). Figure 10
shows the event misfits between the true
and inverted models. The event EMs

and PMs χsEM and χsPM are computed as

EQ-TARGET;temp:intralink-;df11;313;211χsM �

���������������������������P
i;r
�Msr

i �2Nsr
GP

i;r
Nsr

G

vuuuut ; �11�

in which Msr
i is either of the single-valued EM and PM,

i indicates component, s source, r receiver, and Nsr
G �

maxifEsr
i g is a global norm (recall that Esr

i is an energy
of a record; see relation 7). It is obvious that there is a
significant difference between the blue and green event mis-
fits, indicating the considerable effect of the first inversion.
The misfits for the additional sources and receivers are

Figure 6. Seismograms at receivers 1–8 simulated for the intermediate inverted
model (in green) compared with records (in black). Event 1, seismograms simulated
for source 1; event 2, seismograms simulated for source 2.

Figure 7. The same as in Figure 6 but for the seismograms simulated for the final
inverted model (in red).
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very close to those for the sources and receivers used in the
inversion. This is significant. The final inverted model is
equally accurate for simulating seismic motion for any
source in the considered domain.

Verification in Terms of Earthquake Ground-Motion
Characteristics

Here, we compare the synthetic seismograms for the
initial, intermediate inverted, and final inverted models with

records in terms of the following characteristics of EGM: peak
ground acceleration (PGA), peak ground velocity (PGV),
peak ground displacement (PGD), spectrum intensity (SI), cu-
mulative absolute velocity (CAV), Arias intensity (IA), and
root mean square acceleration (arms). Let c0 be a value of a
ground-motion characteristic for a given component of the
record at a given receiver and for a given source. Let c be
an analogous value for a seismogram to be compared with
the record. Then, the corresponding GOFc may be defined as

Figure 8. Time–frequency envelope and phase goodness of fit (GOF) between the records and seismograms for the final inverted model
for event 1. The corresponding single-valued GOFs are also shown (in the lower right corners). The background color indicates the verbal
value of fit: green excellent and yellow good.
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EQ-TARGET;temp:intralink-;df12;313;733GOFc � 10 exp
�
−
�
c − c0
c0

�
2
�
: �12�

GOFc is displayed in Figure 11. We can see that there is a
significant difference between GOFs corresponding to the ini-
tial model and GOFs corresponding to the intermediate and
final inverted models for any of the seven ground-motion char-
acteristics. The arithmetic averages of GOFs corresponding to
the intermediate and final inverted models represent the excel-
lent level of agreement.

GOFs for PGA and CAVas a function of receiver position
are shown in Figures 12 and 13, respectively. In both cases, an
increase of agreement in the intermediate and final inverted
models compared to that in the initial model is obvious and
significant. Except for the GOF for the horizontal component
at receiver 15, the level of agreement is excellent in the inter-
mediate and final inverted models. The agreement is lower at
receivers atop the deepest sediments, and the lowest level of
agreement (i.e., good) at receiver 15 is related to the position
close to the edge of sediments (see Fig. 14). This is a conse-
quence of having the data from only one receiver (i.e., receiver
6) atop the deepest sediments used for the inversion.

Model Comparison

For direct comparison of the intermediate and final in-
verted models with the true model, the third party provided
the true model in the final stage of the study. The comparison
of the initial, intermediate inverted, final inverted, and true
models is shown in Figure 14. Both inverted models well
captured the horizontal extent of the sediments. The shape

of the shallow sediments is also relatively
well reproduced in the inverted models.
The deepest part of sediments is missing
in the intermediate inverted model. It is par-
tially captured in the final inverted model:
it is shallower (the deepest point being at
90 m) compared to the true model (151 m)
by ∼40%, and the velocity contrast is
smaller. What is the reason for this inaccur-
acy? Only one (receiver 6) from the eight
receivers used for the inversion is located
atop the local deep basin. Intuitively, this
is insufficient coverage of that part of the
sedimentary structure. There is no reason
to think that the inversion methodology
might be responsible. In the course of de-
veloping the methodology, we obtained
much better results for deep basins if we
used a sufficient number of receivers atop
the basin.

Computational Costs

A nonparallelized computational code
was used for a multiscale inversion. The
computational time for one scenario was

Figure 9. Configuration of sources (focal mechanism plots) and
receivers (triangles). White-numbered sources and black-numbered
receivers are those used in inversion. Cyan-numbered sources and
receivers denote additional sources and receivers used only for veri-
fication.

Figure 10. Globally normalized event misfits for the nine considered sources. Re-
call that only sources 1 and 2 and receivers 1–8 were used in the inversion.
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∼4 days for the energy increase ratio eRI � 1:3. Multiple
scenarios ran simultaneously on a computer with 64 cores
(AMD Opteron 2.2 GHz). The intermediate inverted model
was obtained after the first multiscale inversion calculated for
64 scenarios. The final inverted model was obtained after 12
multiscale inversions (∼42 days) with, on average, 60 sce-
narios per one multiscale inversion.

Conclusions

Based on extensive numerical modeling and testing, we
developed a procedure for adjoint tomography for 2D LSSS.
The procedure comprises:

• L2-norm misfit providing better results than a phase or
envelope or travel-time misfit;

• a spatially dependent normalization by maximal absolute
values and anisotropic smoothing;

• a spatial mask for restricting a region of inversion;
• a shear modulus (μ) as an inversion parameter. Modulus λ
is calculated from the chosen empirical relation between μ
and λ;

• minimization of the sum of all waveform misfits at all
receivers;

• a robust algorithm for finding the optimal step length in-
stead of the parabolic approximation;

• an adaptive multiscale approach in which a subsequent fre-
quency range is an extension of the current frequency
range toward higher frequencies. Energies (in recorded
seismograms) in the frequency ranges are logarithmically
equidistantly distributed;

• a set of scenarios. We call a complete multiscale inversion
using one set of values of inversion parameters a scenario.
Because the best set of values cannot be determined at the
beginning of the inversion process, it is necessary to try a
set of different scenarios;

• repetitive multiscale inversion. The best inverted model
from all scenarios is used as a starting model for another
set of scenarios.

We numerically demonstrate the developed procedure
by presenting a verification blind test. A third party provided
(a) seismograms numerically simulated for an undisclosed
true structure, (b) source parameters, and (c) material param-
eters of the bedrock. As the initial model, we assumed the
simplest possible model, a homogeneous half-space with
the parameters of the bedrock. We evaluated the quality
of the obtained inverted models using a direct comparison
of seismograms, waveform misfits (L2, EMs, and PMs),

Figure 11. The scatter of the 162 GOFPGA (PGA, peak ground
acceleration) values evaluated individually for two components at
receivers 3–6 and 11–15 (receivers atop sediments) for 9 sources is
shown using the blue, green, and red vertical bars for seismograms
simulated for the initial, intermediate inverted, and final inverted
models, respectively. Full circles represent the arithmetic averages.
GOFs for the other characteristics are shown in the same manner.

Figure 12. GOFs for PGA evaluated individually for two com-
ponents at receivers 3–6 and 11–15 for the sources 1 and 2 are
shown in the blue, green, and red for seismograms simulated for
the initial model, the intermediate inverted model, and the final in-
verted model, respectively.

Figure 13. The same as in Figure 12 but for cumulative abso-
lute velocity (CAV).
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waveform GOF (TF envelope, TF phase, and single-valued
envelope and single-valued phase), and mainly the GOF for
selected EGM characteristics (PGA, PGV, PGD, SI, CAV, IA,
and arms). We also verified the inverted models for other
source–receiver configurations not used in the inversion.

We developed and verified the procedure for 2D struc-
tures because development including extensive numerical
modeling and testing for 3D would be computationally
too heavy. We assume that the procedure can be, in principle,
applied to 3D structures after some refinements, due to the
3D spatial distribution of sources and receivers.

A 3D blind test and subsequent application to real data
will be addressed in the follow-up study.

Data and Resources

The synthetic data for inversions were provided by
Andrej Cipciar. For inversion, we developed our own code.
Neither the data nor the code is publicly available.
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Appendix

Kernel Preconditioning

There are several problems associated with kernel com-
putations in local surface sedimentary structure (LSSS).

• Radiation patterns of regular and adjoint sources visibly
affect kernel values. Obviously, this is an unwanted feature
for model update. In LSSS, because of relatively low
frequencies, these features take nonnegligible areas in
the most important surface layers. The use of higher
frequencies is not a solution, because this would increase
computational costs, and tighter, higher-frequency kernels
would decrease the already small coverage of the model.

• A complex interference wavefield leads to many artefacts
in kernels: unrelated regular and adjoint waves coming
from different directions overlapping at the same time
and position, thus producing spatially scattered values in
the kernel. They are often oscillatory in their nature, un-
related to the real structure. A very rough estimate of
the number of these features: if an incoming regular wave
is split into N phases at interfaces and scattering or diffrac-
tion points, and each of them generates corresponding
adjoint waves at the receivers that are further split into
N2 adjoint phases, there are potentially NN2 � N3 over-
lapping areas. With a very complex wavefield, these kernel
features may become dominant. Sufficient smoothing can
reduce their effect.

• Wave amplitudes are considerably amplified in slow-sur-
face sediments. The kernel, obtained from a product of
the regular and adjoint field quantities that are linearly re-
lated to amplitudes, thus reaches very high values just
close to the surface. Because of these high values, the in-
version would be effectively constrained to an upper part of
the model. Some additional preconditioning that accounts
for wavefield values and/or velocity structure is therefore
necessary.

The kernel, as it is defined, determines the direction of the
fastest increase of the misfit. It would be, however, more ef-
ficient if the kernel could provide an estimate of a model error.

Kernel (gradient) preconditioning consists of a variety
of kernel modifications before it is used for a model update.
One of the first applications of preconditioning was a correc-
tion by Gauthier et al. (1986), who divided the kernel by
approximate geometrical spreading to obtain a kernel with
sensitivity independent of the distance from sources and
receivers. Igel et al. (1996) applied preconditioning to
correct for the 3D geometrical spreading in a 2D simulation.
However, even with full 3D simulations, the preconditioning
is necessary to obtain a physically meaningful inverted
model. This is because computed kernels are very compli-

cated and not directly suitable for inversion. There are notice-
able kernel singularities at point sources and receivers (acting
as point sources in adjoint simulations), spatial high-
frequency oscillations. Preconditioning may be also used
for correction of an uneven source–receiver coverage. Ap-
propriate preconditioning may help avoid local minima
and achieve faster convergence of misfit minimization.

Standardly applied preconditioning consists of clipping
and smoothing. It is efficient to combine these with additional
corrections, for example, ray density (Tromp et al., 2011; Luo
et al., 2013) or squared ray density (Luo et al., 2013) or Hes-
sian approximation (e.g., Pratt et al., 1998; Shin et al., 2001;
Choi and Shin, 2008; Luo et al., 2013). In the Spatially De-
pendent Normalization by Maximal Absolute Values section,
we introduce another low-cost preconditioning, normalization
by the maximal absolute values.

Clipping

Because kernel singularities represent only a small part
of the whole model, we can eliminate them by choosing
maximal acceptable kernel value and replacing greater values
by the chosen maximum. The removal of the kernel values
larger than the chosen maximum is substantial for conver-
gence, although the chosen maximum can be just guessed.

Anisotropic Smoothing

To reduce spatial variability of the kernel, we can
smooth the kernel. The smoothing removes small-scale
heterogeneities and oscillatory values and improves model
parts with sparse source–receiver configuration. We use ex-
ponential smoothing

EQ-TARGET;temp:intralink-;dfa1;313;305Ksmooth�r� � Ksmooth�x; z� �
1

A

ZZZ
V
K�x′; z′�e−qdx′dz′;

�A1�
in which A is an appropriate norm and q is defined by

EQ-TARGET;temp:intralink-;dfa2;313;233q � q�x; y; x′; z′� � jx′ − xj
sx

� jz′ − zj
sz

; �A2�

in which sx and sz are the horizontal and vertical smoothing
intensities (characteristic lengths of the smoothing window
function), respectively. We use an anisotropic smoothing
(e.g., Prieux et al., 2011; Zhu et al., 2015) with larger inten-
sity in the horizontal direction. This is in an agreement with a
typical horizontally prolonged LSSS. We determine the
smoothing intensities as

EQ-TARGET;temp:intralink-;dfa3;313;102sx � s
���
r

p
; sz �

s���
r

p ; �A3�
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in which s is the smoothing intensity and r is an estimated
ratio of the horizontal-to-vertical dimensions of LSSS. We
used r � 10 reflecting the estimated dimensions of the sedi-
mentary basin.

The smoothing intensity is proportional to the character-
istic wavelength, progressively decreasing as frequencies in
the multiscale procedure increase.

Smoothing can be also position-dependent, smoothing
less when data coverage is good (e.g., Bozdağ et al.,
2016). Required smoothing intensity can be quite large,
for example, isotropic Gaussian smoothing with characteris-
tic length of more than 16 characteristic wavelengths (Mod-
rak and Tromp, 2016). This is too much for a typical,
relatively small LSSS. The resulting kernel would be too
smooth for inverting meaningful heterogeneities.

Spatially Dependent Normalization by Maximal
Absolute Values

For removing singular values without excessive smooth-
ing or artificial clipping, we can divide kernel values by spa-
tially dependent norm N�r� which attains the shape of kernel
close to singularities. Based on theoretical analysis and
numerical tests, we found a spatially dependent normaliza-
tion by a product of temporal maxima of absolute values of
the regular- and adjoint-field quantities used for kernel com-
putation to be a suitable preconditioner for inversions in
LSSS. This normalization removes singularities and reduces
excessive values in slow sediments.

We apply the following norms for kernel components
(equations 1–3):

EQ-TARGET;temp:intralink-;dfa4;313;709Nρ�r� � maxf∂tu†�r; t�gmaxf∂tu�r; t�g; �A4�

EQ-TARGET;temp:intralink-;dfa5;313;663Nλ�r� � maxftrε†�r; t�gmaxftrε�r; t�g; �A5�

EQ-TARGET;temp:intralink-;dfa6;313;617Nμ�r� � maxfkε†�r; t�kgmaxfkε�r; t�kg: �A6�

The norm of the strain tensor is defined by

EQ-TARGET;temp:intralink-;dfa7;313;559kε�r; t�k �
�����������������������X
i;j

ε2ij�r; t�
s

: �A7�
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