H/V ratio: a tool for site effects evaluation. Results from 1-D noise simulations
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SUMMARY
Ambient vibration techniques such as the H/V method may have the potential to significantly contribute to site effect evaluation, particularly in urban areas. Previous studies interpret the so-called Nakamura’s technique in relation to the ellipticity ratio of Rayleigh waves, which, for a high enough impedance contrast, exhibits a pronounced peak close to the fundamental S-wave resonance frequency. Within the European SESAME project (Site EffectS assessment using AMbient Excitations) this interpretation has been tested through noise numerical simulation under well-controlled conditions in terms of source type and distribution and propagation structure. We will present simulations for a simple realistic site (one sedimentary layer over bedrock) characterized by a rather high impedance contrast and low quality factor. Careful H/V and array analysis on these noise synthetics allow an in-depth investigation of the link between H/V ratio peaks and the noise wavefield composition for the soil model considered here: (1) when sources are near (4 to 50 times the layer thickness) and surficial, H/V curves exhibit one single peak, while the array analysis shows that the wavefield is dominated by Rayleigh waves; (2) when sources are distant (more than 50 times the layer thickness) and located inside the sedimentary layer, two peaks show up on the H/V curve, while the array analysis indicates both Rayleigh waves and strong S head waves; the first peak is due to both fundamental Rayleigh waves and resonance of head S waves, the second is only due to the resonance of head S waves; (3) when sources are deep (located inside the bedrock), whatever their distance, H/V ratio exhibit peaks at the fundamental and harmonic resonance frequencies, while array analyses indicate only non-dispersive body waves; the H/V is thus simply due to multiple reflections of S waves within the layer. Therefore, considering that experimental H/V ratio (i.e. derived from actual noise measured in the field) exhibit in most cases only one peak, we conclude that H/V ratio is (1) mainly controlled by local surface sources, (2) mainly due to the ellipticity of the fundamental Rayleigh waves. Then the amplitude of H/V peak is not able to give a good estimate of site amplification factor.
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1 INTRODUCTION
The H/V spectral ratio (i.e. the ratio between the Fourier amplitude spectra of the horizontal and the vertical component of microtremors) was first introduced by Nogoshi & Igarashi (1971), and widespread by Nakamura (1989, 1996, 2000). These authors have pointed out the correlation between the H/V peak frequency and the fundamental resonance frequency of the site, and they proposed to use the H/V technique as an indicator of the underground structure features. Since then, a large number of experiments (Lermo & Chavez-Garcia 1993; Gitterman et al. 1996; Seekins et al. 1996; Fäh 1997) have shown that the H/V procedure can be successful applied for identifying the fundamental resonance frequency of sedimentary
deposits. These observations were supported by several theoretical 1-D investigations (Field & Jacob 1993; Lachet & Bard 1994; Lerou & Chavez-Garcia 1994; Wakamatsu & Yasui 1996; Tokeshi & Sugimura 1998), that have shown that noise synthetics computed using randomly distributed, near surface sources lead to H/V ratios sharply peaked around the fundamental S-wave frequency, when the surface layer exhibits a sharp impedance contrast with the underlying stiffer formations. However, some discussions are still under way about the applicability of this technique to evaluating the site amplification (Bard 1998; Bour et al. 1998; Mucciarelli 1998; Al Yuncha & Luzon 2000; Maresca et al. 2003; Rodriguez & Midorikawa 2003). If the shape of the H/V curves is controlled by the S-wave resonance within the sediments Nakamura (1989, 2000), then both H/V peak frequency and amplitude may be straightforward related to the soil transfer function (in term of fundamental resonance frequency and site amplification factor). On the other hand, if the shape of the H/V curves is controlled by the polarization of fundamental Rayleigh waves (Lachet & Bard 1994; Kudo 1995; Bard 1998; Konno & Ohmachi 1998; Fäh et al. 2001), then only an indirect correlation between the H/V peak amplitude and the site amplification may exist.

In order to better understand the noise wavefield characteristics and its subsequent ability to provide significant information about the site conditions, we have simulated for a well-known 1-D structure (a sedimentary layer overlaying a half-space) noise generated by randomly distributed sources. Using different sources having different depths and spatial location, we define the appropriate noise sources characteristics in order to get a good representation of the actual noise in terms of H/V and measured dispersion curves through array techniques. Then, the investigation of the noise wavefield composition (body and/or surface waves) using array processing allows us to draw conclusion about the composition of noise wavefield at H/V peak frequencies.

2 NOISE DATA SETS

2.1 Soil model

We consider a simple physical model representative of a soft site. It is composed of one homogeneous layer over a half-space, thereafter called M2 model. This model is characterized by its thickness, P- and S-wave velocities, mass density, and P- and S-wave quality factors (Table 1). The values for the attenuation have been selected to model values typically observed or considered for sedimentary deposits (Hauksson et al. 1987; Fukushima et al. 1992; Wang et al. 1994; Jongmans et al. 1998; Di Giulio et al. 2003). The physical characteristics of the M2 model have been chosen in order to illustrate the properties of a high impedance contrast (about 6.5) between the sedimentary layer and the bedrock, for which it is known that the ellipticity of the fundamental mode of Rayleigh waves is very close to the S-wave resonance frequency of the site (Tokimatsu 1997; Konno & Ohmachi 1998; Malischewsky & Scherbaum 2004) as indicated in Fig. 1.

<table>
<thead>
<tr>
<th>Thickness (m)</th>
<th>$V_P$ (m s$^{-1}$)</th>
<th>$V_S$ (m s$^{-1}$)</th>
<th>Rho (Kg m$^{-3}$)</th>
<th>$Q_P$</th>
<th>$Q_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sediments</td>
<td>25</td>
<td>1350</td>
<td>200</td>
<td>1.9</td>
<td>50</td>
</tr>
<tr>
<td>Bedrock</td>
<td>Infinite</td>
<td>2000</td>
<td>1000</td>
<td>2.5</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 1. 1-D transfer function for vertically incident SH waves (plain line), ellipticity of the fundamental mode (dashed line) and the first mode (dashed-dot line) of Rayleigh waves for the M2 model.

2.2 Sources and receivers configuration

The seismic ambient noise is the generic term used to denote ambient vibrations of the ground caused by sources such as tide, water waves striking the coast, turbulent wind, effects of wind on trees or buildings, industrial machinery, cars and trains, or human footsteps, etc. The seismic ambient noise recorded in urban areas (cultural noise) can be considered as mainly caused by human activity (men walking, cars, factories, etc.) and propagates mainly as high-frequency surface waves (>1–10 Hz) that attenuate within several kilometres in distance and depth (McNamara & Buland 2004; Bonnefoy-Claudet et al. 2006). We consider only the cultural sources whose effects can be modelled by sources randomly distributed at the surface or subsurface (Lachet & Bard 1994; Parolai & Galiana-Merino 2006). These sources may be seen as single body forces whose direction, amplitude, and source time functions are randomly distributed (Mocz & Kristek 2002). The body force amplitude is defined in the three directions ($X$, $Y$, $Z$).

In this study, a 750 m aperture array composed of 290 receivers located at the surface has been considered. The minimum distance between receivers is 16 m (Fig. 2). Several sources configuration have been considered:

1. source time functions are either delta-like signals (to simulate transient noise sources such as men steps or cars) or pseudoharmonic signals (a harmonic carrier with a Gaussian envelope to simulate continuous noise sources such as machinery in factories);
2. sources are located either within the sediment fill (at 2.14, 22 m depth), either within the bedrock (at 30 or 62 m depth) in order to check the effects of sources located at depth;
3. the source–receiver distances have been chosen such as to define four source sets with increasing distances from the array centre: the R1 sources set (17 point forces) includes very local sources with source–receiver distances smaller than 500 m, the R2 sources set (41 point forces) includes distances between 500 and 750 m, the R3 sources set (102 point forces) includes distances between 750 and 1250 m, and the B sources set (111 point forces) corresponds to distances larger than 1250 m.

In addition, R1, R2 and R3 sources correspond to sources randomly distributed around the array, while B sources are located within a defined area. The R1, R2 and R3 sources sets model the effects local sources that correspond to source–receiver distances ranging from 4 to 50 times the layer thickness, while the B sources set are models contribution of far sources.
Figure 2. Spatial distribution of the receivers (crosses), and the four source sets: R1 (dots), R2 (stars), R3 (diamonds), and B (pentagrams).

3 METHODS

3.1 Numerical simulation technique

Noise synthetics were computed using the wavenumber-based code developed by Hisada (1994, 1995). The code, that computes Green’s functions due to point sources for viscoelastic horizontally stratified media, allows source and receiver at very close depths. The response of the structure is then convolved with a chosen source time function, and the time-series obtained at each receiver position is the sum of time-series due to all sources contributions. In this study, Green’s functions were computed up to 14.28 Hz using a number of frequencies equal to 1024. The final duration of seismograms is 71.68 s. Fig. 3 shows an example of time-series and Fourier amplitude spectra computed at the array centre.

Figure 3. (a) Noise synthetics time-series computed using the M2 model of Table 1 at the central receiver for the local sources set (the sum of R1, R2 and R3 sources set); (b) corresponding Fourier amplitude spectra. The maximal computed frequency is 14.28 Hz. The vertical component is represented on the top, the north-south component on the middle, and the east-west component on the bottom. The time duration of the noise synthetics is 71.68 s.

3.2 Computation of the horizontal to vertical spectral ratio

The technique originally proposed by Nogoshi & Igarashi (1971), and wide-spread by Nakamura (1989, 1996) consists in estimating the ratio between the Fourier amplitude spectra of the horizontal and the vertical components of the microtremors recorded at the surface.

In this study, the H/V ratio is calculated using 30 s time windows, overlapped one another by 80 per cent. Fourier amplitude spectra are smoothed following Konno & Ohmachi (1998), with parameter b set equals to 40. The quadratic mean of the horizontal amplitude spectra is used here. The final H/V ratio is obtained by averaging the H/V ratios from all windows. Since the seismogram time duration is only 70 s, and windows are overlapped one by another by 80 per cent, standard deviations of H/V ratios are not considered here. Since the medium is 1-D, the mean H/V curve is obtained by averaging individual H/V curves computed at each receiver position. In that case, the standard deviation obtained by the averaging is plotted. When only a few numbers of receivers (19) is considered, however, all the H/V curves are plotted without standard deviation.

3.3 Array processing

The frequency–wavenumber (f–k) based methods are often used for deriving the phase velocity dispersion curves from ambient vibration array measurements. In this study, we have used the conventional semblance-based f–k method CVFK (Kvaerna & Ringdahl 1986) implemented in the CAP software developed within the framework of the SESAME project (Ohrnberger 2004; Ohrnberger et al. 2004a,b). Operating with sliding time windows and narrow frequency bands, this method provides the wave propagation parameters (azimuth and slowness as a function of frequency) of the most coherent plane wave arrivals. In this study, we use a wavenumber grid layout sampled equidistantly in slowness and azimuth (azimuth and slowness sampling set to 5 degrees and 0.035 s km$^{-1}$, respectively). The wave propagation characteristics were measured using 62 frequency bands between 1.8 and 8 Hz. The central frequency of each band was selected to be equally spaced in logarithm scale. A fraction of the central frequency $f_c$ defined the frequency bandwidth (0.9 $f_c$–1.1 $f_c$). We selected the time-window length as seven times the central period corresponding to the analysed frequency band $f_c$ and used an overlap of 50 per cent in all frequency range between successive time windows. For the array analysis, we have considered a spiral shaped array composed of nineteen receivers. Only the vertical component of the noise synthetics is used for deriving the Rayleigh waves dispersion curve. The aperture of the array is about 200 m and the minimum distance between closer receivers is 16 m (Fig. 4a). The wavenumber validity range of the array ranges between 0.0155 and 0.1963 rad m$^{-1}$ (Fig. 4b).

The results from CVFK analysis are normalised histogram distributions in the frequency–slowness plane derived from the ensemble of wave propagation estimates obtained for each individual time–frequency cells. From the distributions however, we considered only the fourth quartile of both beam power and semblance highest estimates and displayed the results in the frequency–velocity plane (grey and black circles displayed Fig. 4c). The theoretical dispersion curves for fundamental and first higher Rayleigh waves modes are plotted for comparison. The maximum frequency that can be analysed by the array technique is defined by the spatial aliasing curve ($C = 2\pi /k_{max}$ · $f_c$), with $C$ the phase velocity, $f_c$ the frequency and $k_{max}$ the spatial Nyquist frequency defined as ($2\pi /2d_{max}$), with
4.1 Effects of source type

The first part of this work consists in investigating the influence of source time functions on H/V ratios. Do the H/V ratio peak characteristics (frequency and amplitude) depend on the characteristics of the source time functions? Here, we consider only the R2 and B sources sets, respectively representative of local and far sources. We also consider that all sources are located at 2 m depth. For both sets of sources, noise synthetics have been computed at all receiver positions considering different sources type characteristics. In the first case, all source time functions are delta-like; in the second case we consider a mix between delta-like (50 per cent) and pseudo-monochromatic (50 per cent) source time functions (the proportions of source time functions are given according to the total number of sources in both sets); and

4.2 Effects of source distance

The second step of this study is to investigate the influence of the distance between sources and receivers on H/V ratios. According to the previous results on the effects of source type, noise synthetics in the third case all sources have pseudo-monochromatic source time functions. The mean H/V ratios obtained for local and far sources (R2 and B sources sets, respectively) computed with these different sources type are displayed in Fig. 5. The mean H/V ratio is calculated using the individual H/V ratios obtained at the 290 receivers. In the three cases (delta-like sources, pseudo-monochromatic sources, or a mix of both sources types), H/V ratios computed from the R2 sources set show one clear dominant peak. Whatever the source time function, this peak is located at the fundamental resonance frequency of the layer (2 Hz). In case of mixed sources types however, H/V ratios exhibit a secondary low-amplitude peak located at a frequency close to 4 Hz. This is believed to be due to dominant Love waves, as discussed further in Section 5. The relative proportion of pseudo-harmonic and dirac source time function location may indeed modify the relative contribution of Love-to-Rayleigh waves in the synthetic noise wavefield, and then modify the amplitude of the 4 Hz peak.

For far sources, the H/V ratios exhibit two clear peaks whatever the source time functions type considered: the first peak is located at the fundamental resonance frequency (2 Hz), and the second, significantly smaller than the previous one (two times in terms of peak amplitude), is located at the first higher harmonic of the S-wave resonance frequency. The existence of this second peak will be discussed in Section 4.2. In both case (the R2 and B sources sets), the H/V ratio peak amplitudes (at the fundamental resonance and at the first harmonic) are weakly sensitive to the sources type.

In conclusion, we confirm conclusions of Lachet & Bard (1994), that is, the H/V ratio is weakly dependent on source time function type: its frequency is clearly independent, while the amplitude is weakly sensitive.

4 WHICH KIND OF SOURCES FOR THE AMBIENT NOISE?

We will first present the results of our simulations, and then we will propose an interpretation of the relation between noise wavefield and H/V ratio.

Figure 4. (a) Spatial location of the receivers (19 receivers in spiral geometry) defined for the array analysis. (b) Normalized array transfer function for this spiral configuration. (c) Example of visualization of CVFK analysis results: velocities estimates are plotted versus frequency (circles), the grey and black scale for circles indicates the fourth quartile of the normalized histogram distributions derived from the ensemble of wave propagation estimates obtained for each individual time–frequency cells; the black curves indicate the theoretical dispersion curves of the fundamental and the first higher mode of Rayleigh waves; the dashed line displays the spatial aliasing condition.

Figure 5. Mean H/V ratios (thick line) ± standard deviation (thin line) computed using the M2 model of Table 1 for the (a) R2 sources set, (b) B sources set. (Top) 100 per cent delta-like time function; (middle) 50 per cent of delta-like and 50 per cent of pseudo-harmonic time functions (percentage in number of sources); (bottom) 100 per cent of pseudo-harmonic source time functions. All sources are located at 2 m depth.
Figure 6. (a) H/V ratios computed using the M2 model of Table 1 at the array receivers (black curves) for four set of distance sources (R1, R2, R3, and B sources). Thick grey curve displays the 1-D transfer function for vertically incident SH waves; thin grey curves display the ellipticity of the fundamental and the first higher modes of Rayleigh waves, respectively. (b) Apparent velocities (grey and black circles) estimated by the conventional f–k (CVFK) array method. The grey and black scale indicates the fourth quartile of the normalized histogram distributions derived from the ensemble of wave propagation estimates obtained for each individual time–frequency cells. Black curves represent the theoretical dispersion curves of the fundamental the first and the second harmonic of Rayleigh wave (plain lines), and the aliasing criteria (dashed lines). All sources are delta-like time functions located at 2 m depth.

have been computed considering only delta-like source time functions. All sources considered here are located at 2 m depth. Noise synthetics are computed separately for the four sources sets: R1, R2, R3, and B sources. We have performed array analysis on the nineteen receivers (the spiral geometry) and we have computed the H/V ratios on the same nineteen receivers. H/V ratios and array analysis are displayed in Fig. 6.

In all cases, H/V ratios exhibit a peak around the fundamental resonance frequency at 2 Hz (Fig. 6a). For the R3 and B sources sets however, the H/V ratio peaks are shifted towards lower frequencies (1.7 Hz). Besides, for the R3 and B sources sets, H/V ratios also display another peak located at the first harmonic of the S-wave resonance frequency, that is, at 6 Hz (a small peak for the R3 sources set and a more significant one for the B sources set). It has also to be pointed out that H/V ratios for R2 and R3 sets also exhibit a third rather small peak located at 4 Hz, see Section 5 for further discussions.

For all sources sets, the array analysis (Fig. 6b) show a good fit, for frequency between 2 and 4 Hz, between the measured dispersion curve and the theoretical dispersion curve of the fundamental Rayleigh waves mode. Regarding the second H/V ratio peak at 6 Hz for the R3 and B sources sets, array analysis show that the noise wavefield is mainly composed of non-dispersive waves, with a phase velocity close to the S or Rayleigh waves velocity in the half-space.

All these observations may be summarized as follows: (1) for ambient noise due to local surface sources in one layer model, H/V ratios exhibit one peak located at the resonance frequency. At this frequency, fundamental mode of Rayleigh waves dominates the vertical ambient noise wavefield and (2) for noise due to far surface sources in a single layer over an half-space, H/V ratios exhibit two peaks: the first peak is located at the fundamental resonance frequency (fundamental mode of Rayleigh waves dominate the vertical ambient noise wavefield at this frequency); the second one is located at the first harmonic (non-dispersive waves dominate the vertical noise wavefield at this frequency).

4.3 Effects of sources depth

We now focus on the influence of source depth on the H/V ratio. We have selected the local and far sources sets (defined as the sum of the R1, R2 and R3 sources sets, and the B sources set, respectively), and all sources time functions are delta-like signals. We consider five sets of sources located respectively at 2, 14, 22, 30 and 62 m depth. The three first sets (at 2, 14 and 22 m depth) are located inside the sediment layer, while the latest are located in the bedrock. Figs 7(a and b, left-hand side panel) show the H/V ratios computed at the nineteen receivers (left-hand side panel). In each case, H/V ratios exhibit a peak at the fundamental resonance frequency (2 Hz). However, the origin of this peak strongly depends on sources location and depth as shown by the array analysis (Figs 7a and b, right-hand side panel). For local sources located inside the sedimentary layer, the computed dispersion curve fits with the dispersion curve of the theoretical fundamental mode of Rayleigh waves, outlining a noise vertical wavefield strongly dominated by Rayleigh waves. For far sources located within the sediment fill, the array analysis shows up the contribution of both Rayleigh and body waves in the vicinity of the resonance frequency; while at higher frequencies, non dispersive waves dominate the vertical noise wavefield. For both far and local sources located within the bedrock, the array analysis indicates that the vertical noise wavefield is only composed by non-dispersive waves.
waves whatever the frequency (their velocity is equal to the $S$-wave velocity in the bedrock).

An H/V peak at 6 Hz is systematically observed when sources are far whatever their depth, or when sources are located within the bedrock. In each case, body waves, having a $S$-wave velocity equals to the bedrock $S$-wave velocity, dominate the vertical wavefield. Moreover, at the resonance frequency (2 Hz) and at the first harmonic of the resonance frequency (6 Hz), in case of sources located within the bedrock, the shape of the H/V curves fit well the shape of the 1-D transfer function curve (in terms of frequency peak and amplitude peak). In this case, the H/V ratios peaks are related to the $S$-wave resonance.

These last observations can be summarized and interpreted as follows:

1. for ambient noise due to local sources within the sedimentary layer, H/V ratios exhibit only one strong peak located at the fundamental resonance frequency. The corresponding vertical noise wavefield is dominated by the fundamental mode of Rayleigh waves, and H/V peak is most probably due to the ellipticity of the fundamental mode of Rayleigh waves;

2. for ambient noise due to far sources within the layer, H/V ratios exhibit two peaks, one is located at the resonance frequency and is produced by a mixture of fundamental Rayleigh waves and non-dispersive waves. The other one that occurs at the first harmonic frequency of the resonance is due to non-dispersive waves, this could be produced by $S$ head waves along the sediment-to-bedrock interface;

3. for ambient noise due to sources located within the bedrock, H/V ratios exhibit two peaks at the fundamental and the first harmonic resonance frequencies; the vertical noise wavefield is strongly dominated by $S$ waves. H/V ratios peaks are related to multiple $S$-waves resonance.

5 DISCUSSION

In order to validate the interpretation expressed in the above section, two "extreme" (and unrealistic) models (M3 and M4) have been built. These models are based on the M2 model (same thickness, same body wave velocities, same density), the only difference between models M3 and M4 is the quality factor value (Table 2). In the M3 model, we impose very low attenuation in the upper layer (quality factors equal to 1000), and a strong attenuation in the half-space (quality factors equal to 10). On the contrary, in the M4 model, there is a strong attenuation in the upper layer (quality factors equal to 10) and no attenuation in the half-space (quality factors equal to 1000). Only far sources modelled with delta-like time functions and located at 2 m depth, are considered here.

According to these extreme values for the attenuation, the following wavefield characteristics may be expected: (1) for the M3 model, there should be no attenuation of surface waves within the layer, and they should propagate over larger distances. On the contrary, the head waves should be strongly attenuated and thus should not contribute so much to the noise wavefield for intermediate to large distances; (2) for the M4 model, only a very small amount of...
surface waves should propagate within the sediment layer because of the large attenuation. The wavefield should thus be dominated by head waves that propagate over large distances along the sediment-to-bedrock interface.

Fig. 8 shows the H/V and array analysis results for the M3 and the M4 model. As expected, for the M3 model, H/V ratio exhibits only one peak located at the fundamental resonance frequency due to the ellipticity of fundamental Rayleigh waves. No peak at 6 Hz as it was previously observed for the M2 model with the same source–receiver configuration is observed. This observation strongly supports the fact that the H/V ratio peak at 6 Hz on the M2 model is due to resonating head waves. For the M4 model, H/V ratios exhibit two peaks at the fundamental and the first higher mode of the resonance frequency. According to the array analysis, non-dispersive waves dominate the wavefield at these frequencies. Since there is a strong attenuation in the upper layer, surface waves cannot easily propagate in the layer, thus H/V peaks are due to head S waves that propagate at the sediment-to-bedrock interface.

These results support the interpretation of the origin of H/V peaks expressed in the above section, and can be summarized as follows: (1) if sources are inside the sedimentary layer and far away, H/V ratio shows two peaks. One is due to fundamental Rayleigh waves and resonating head S waves; the second one is due to head waves; (2) if sources are inside the sedimentary layer, H/V ratio shows one single peak due to horizontal ellipticity of fundamental Rayleigh waves.

Going back to the H/V actually observed, one may notice that H/V curves most generally exhibit one peak at the fundamental resonance frequency (Duval 1994; Ansary et al. 1995; Bard 1998; Volant et al. 1998; Cara et al. 2003). According to our simulation this case occurs only when sources are rather close to the receivers and located within the sediment. In cases of far sources or sources located within the bedrock, two H/V peaks show up at the fundamental and the first higher resonance modes. When actual noise measurements are performed, far and close sources obviously contribute to the noise wavefield. Noise synthetics generated by all the sources sets (i.e. the sum of the R1, R2, R3 and B sources) have then been summed up. The H/V and array analysis performed on these noise synthetics outline the ‘control’ of the local sources on the resulting H/V curves and array analysis estimates (Fig. 9). The H/V curve indeed exhibits only one peak at the fundamental resonance frequency and the vertical noise wavefield is strongly dominated by Rayleigh waves. These results thus strongly suggest the importance of local sources in controlling the wavefield main properties. This numerical experiment, close to field measurements (noise sources located at various distances), agrees with field experiments showing that observed H/V ratios exhibit, usually, only one peak. Note that this statement is true in a majority of cases, but multiple peaks on H/V curves have been sometimes reported (Guéguen et al. 1998; Bodin et al. 2001; Lebrun et al. 2001; Woolery & Street 2002; Asten 2004; Oliveto et al. 2004). For example, Bodin et al. (2001) have observed and documented two higher peaks in a large set of H/V data in the Mississippi basin. Discussion by Asten (2004) suggested one peak was due to the horizontal polarization of the first higher mode of Rayleigh waves, while another was a fundamental mode associated with a very soft surficial layer. These observations illustrate that the identification of the H/V higher peaks is not straightforward in the field.

Our numerical results are also supported by Parolai & Galiana-Merino (2006). Although these authors considered the variability of the H/V ratio as a function of distance for only one point source, the results are comparable (e.g. the presence of a secondary peak at certain distance ranges and for certain source directions), at least for a first approximation.

As it has been previously mentioned, H/V curves computed for the R2 and R3 source sets exhibit a low amplitude peak at 4 Hz. In order to determine the origin of this peak, we computed noise synthetics at receivers linearly equispaced along the X-axis from the B sources area, as displayed in Fig. 10(a). Sources are located at 2 m depth and

### Table 2. Physical parameters for the ‘extreme’ models, M3 and M4 (models based on the M2 model, with different attenuation properties).

<table>
<thead>
<tr>
<th></th>
<th>Thickness (m)</th>
<th>$V_p$ (m s$^{-1}$)</th>
<th>$V_s$ (m s$^{-1}$)</th>
<th>Rho (Kg m$^{-3}$)</th>
<th>$Q_p$</th>
<th>$Q_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3 model</td>
<td>Sediments 25</td>
<td>1350</td>
<td>200</td>
<td>1.9</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Bedrock infinite</td>
<td>2000</td>
<td>1000</td>
<td>2.5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>M4 model</td>
<td>Sediments 25</td>
<td>1350</td>
<td>200</td>
<td>1.9</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Bedrock infinite</td>
<td>2000</td>
<td>1000</td>
<td>2.5</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

![Figure 8](image-url)  
(a) H/V ratios computed at the arrays receivers (black curves) for far sources (B sources set located at 2 m depth) for the following ‘extreme case’: no attenuation in the upper layer and strong attenuation in the half-space (M3 model, top); strong attenuation in the upper layer and no attenuation in the half-space (M4 model, bottom) (see Table 2). (b) Apparent velocities estimated by the conventional $f$–$k$ (CVFK) array method. See Fig. 6 for legend.
the M2 model (Table 1) is considered. H/V peak frequencies having amplitudes higher than two were picked and displayed in Fig. 10(d). The 4 Hz H/V peak is observed when the source–receiver distance ranges from 300 to 800 m. Following Ohrnberger (2005) the Love to Rayleigh waves energy density ratio \( \frac{R_L}{R} \) can be expressed as follows:

\[
\frac{R_L}{R} = \frac{e^{-(2 \pi \cdot f \cdot x)/(C_L \cdot Q)}}{e^{-(2 \pi \cdot f \cdot x)/(C_R \cdot Q)}},
\]

where \( f \) is the frequency, \( x \) the source–receiver distance, \( Q \) the shear-wave quality factor and \( C_R \), \( C_L \) the group velocities of Rayleigh and Love waves, respectively. Fig. 10(b) shows the normalized Love to Rayleigh waves energy density ratio derived from the M2 model and computed following (1). A predominant contribution of Love waves compared to Rayleigh waves is observed at 4 Hz, and from source–receiver distances larger than 100 m. In case of modelling only surface waves, a 4 Hz H/V peak should thus be observed for source-to-receiver distances larger than 100 m. However, in our simulation, the 4 Hz peak is not appearing anymore for source-to-receivers distance larger than 900 m. This may be explained by the contribution of head waves that counter-balance the contribution of Rayleigh and Love waves that carry very low and insignificant
energy for large source-to-receivers distance (Fig. 10c). Moreover, when spectra of X/V and Y/V are calculated separately (with X, Y, and Z the Fourier spectra amplitude along the X, Y and Z directions, respectively), the 4 Hz H/V peak is observed only in the second case (i.e. Y/V spectral ratio) and for source–receiver distances range between 250 and 1000 m (Fig. 10e and f). Besides, when H/V ratios are calculated from noise synthetics computed with only vertical sources, the H/V curves do not exhibit peak at 4 Hz (not shown here). Then, at 4 Hz and for source–receiver distances range between 300 and 800 m, the strong contribution of Love waves compared to Rayleigh waves may explain the origin of the 4 Hz peak observed on H/V ratio curves. Note that, in (1), the quality factor is assumed to be equal to the S wave one. This approximation is true because of the large P- to S-wave velocity ratio defined in the particular case of the M2 model (see Table 1). Therefore one has to be cautious when using (1) in case of other soil structures. The generalization of (1) is out of the scope of the present paper.

6 CONCLUSION

We have simulated ambient seismic noise for a simple 1-D structure (one layer over a half-space) in order to thoroughly test the H/V technique for well-controlled conditions and investigate the composition of noise wavefield around the H/V peak frequency. We have performed a parametric study of the effects of the source distribution (time function, spatial location (in 3-D plane)) on H/V ratio shapes. The first conclusion outlined by this study is the independence of the H/V ratio regarding the source time functions. We show that the H/V frequency peak is clearly independent on source time functions, while the peak amplitude is only weakly sensitive.

Moreover, we can synthesize the effects of spatial location of sources on H/V ratio shape as follows:

1) if ambient noise sources are in the bedrock, H/V ratio peaks are due to S-wave resonance of the head waves;
2) if ambient noise sources are inside the sedimentary layer and far away, H/V ratio shows up two peaks. One is due to fundamental mode of Rayleigh waves and resonating head S waves; the second one is due to head waves;
3) if ambient noise sources are close and inside the sedimentary layer, H/V ratio shows one peak due to horizontal ellipticity of fundamental mode of Rayleigh waves.

Note that as the present results have been demonstrated only for the seismic noise vertical component we cannot state about the contribution of Love waves to the H/V ratio.

The main result outlined by this study is the control of the local sources on the H/V shape which is in agreement with the actual H/V ratios that most of the times exhibit only one peak. Even if we show that in some cases (far and/or deep sources), H/V ratio can exhibit more than one peak, the contribution of these sources to the noise wavefield is rather small. Subsequently, the vertical noise wavefield, at the fundamental resonance frequency, is mainly composed of Rayleigh waves (in one sedimentary layer over bedrock). Thus the amplitude of the H/V ratios peak cannot be used to reach a good estimate of the site amplification factor. This interpretation is in agreement with previous studies which show that surface waves dominated the noise wavefield (Horike 1985; Arai & Tokimatsu 1998). Note that results presented here are done for a given soil model. To enhance these conclusions it is now necessary to perform similar parametric study on other type of structures such as multiple sedimentary layers with various impedance contrasts (see Astrén & Dhu 2004; Dolenc & Dreger 2005) and/or quality factors, and 3-D structures as sedimentary valley or rough interface between sediment and bedrock (see Cornou 2005; Roten et al. 2006).

To go ahead in the investigation of the nature of noise wavefield it would be interesting to use the 3-components array techniques such as the three-component SPAC method (Aki 1957). This method should allow us to determine the relative proportion of Rayleigh and Love waves in noise wavefield, and therefore it should be a helpful tool to better understand the influence of Love waves on H/V curves, especially at the Loves waves Airy phase frequency. One can refer to the works done by Arai & Tokimatsu (1998), Yamamoto (2000), Okada (2003), Köhler et al. (2006) or Bonnefoy-Claudet et al. (2006) showing that the relative proportion of Love waves in the seismic noise wavefield varies from site to site.

This study also shows that, in case of far ambient noise sources, H/V ratios peaks can be exhibited at the harmonics resonance frequencies (not only at the fundamental resonance frequency). It then may be possible to perform ambient field noise measurement in order to fill the conditions which allow the harmonic resonance peaks frequencies to be characterized. Further numerical and experimental works are now in process in order to give a clear assessment of the ability of the H/V method in such cases.
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